
Journal of Biomolecular NMR, 11: 17–29, 1998.
KLUWER/ESCOM
© 1998Kluwer Academic Publishers. Printed in Belgium.

17

A NOESY-HSQC simulation program, SPIRIT

Leiming Zhua,b, H. Jane Dysona & Peter E. Wrighta,b,∗
aDepartment of Molecular Biology andbSkaggs Institute for Chemical Biology, The Scripps Research Institute,
La Jolla, CA 92037, USA

Received 23 June 1997; Accepted 12 August 1997

Key words:isotope-editing efficiency, NMR structural refinement, NOESY-HSQC, spectral simulation, thioredoxin

Abstract

A program SPIRIT (Simulation P rogram consideringIncompleteRecovery ofz magnetization andINEPT
T ransfer efficiency) has been developed to simulate three-dimensional NOESY-HSQC spectra. This program
takes into account (1) different transfer efficiency during INEPT and reverse INEPT durations due to differential
relaxation rates and1J coupling constants; (2) the different effect of the sensitivity-enhancement scheme on CH,
CH2 and CH3 systems; and (3) incomplete recovery of longitudinal magnetization between scans. The simulation
program incorporates anisotropic tumbling mode for symmetric tops, and allows for differential external relaxation
rates for protons. Some well-defined internal motions, such as the fast rotation of methyl groups, are taken into
account. The simulation program also allows for input of multiple conformations and their relative populations
to calculate the average relaxation matrix to account for slow internal motions. With the SPIRIT program, the
sensitivity-enhanced NOESY-HSQC experiment can be used directly in the evaluation of the accuracy of structures,
which can potentially be improved by direct refinement against the primary data.

Abbreviations:NOESY, nuclear Overhauser enhancement spectroscopy; HSQC, heteronuclear single quantum
correlation; INEPT, insensitive nuclei enhanced by polarization transfer.

Introduction

The introduction of 3D and 4D NMR combined with
13C and/or15N labeling techniques has greatly facili-
tated spectral assignments and significantly enhanced
the ability of NMR in determining biomolecular struc-
tures (Bax, 1994). Triple resonance techniques (Ikura
et al., 1990; Kay et al., 1990; Cavanagh et al., 1996)
make it possible to assign backbone resonances in
a conformation-independent manner for proteins as
large as∼30 kDa. More resolved NOE peaks, and
therefore more distance restraints, can be obtained
from 13C and15N-edited 3D NOESY-HSQC experi-
ments by dispersing the NOE cross peaks in three (or
even four) dimensions (Zuiderweg and Fesik, 1989).

However, due to the effects of spin diffusion (Nog-
gle and Schirmer, 1971) and differential INEPT trans-
fer efficiencies, proton-proton distances, the primary

∗To whom correspondence should be addressed.

input data for solution structure calculations, cannot
be accurately estimated from cross-peak intensities
in 3D or 4D isotope-edited NOESY spectra. A gen-
eral approach is to employ very short mixing times
(to minimize the spin diffusion effect) and use rather
wide distance bounds in structure calculation. How-
ever, the use of shorter mixing times leads to fewer
and weaker cross peaks and consequently fewer dis-
tance constraints. Lower numbers of constraints and
loose distance bounds result in less defined structures.
These structures are obviously still useful. However,
our experience indicates that higher resolution is re-
quired to determine the details of the intermolecular
interactions, such as in ligand–protein complexes,
protein–protein complexes and protein–nucleic acid
complexes; these interactions are extremely impor-
tant both in understanding fundamental biological
processes and in drug design.
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To take into account the effect of spin diffusion on
NOE intensities, it has been common practice to use
NOESY simulation in structure determination based
mainly on proton homonuclear NMR data (Boelens
et al., 1989; Nerdal et al., 1989; Borgias and James,
1990; Post et al., 1990; Zhu and Reid, 1995; Görler
and Kalbitzer, 1997). However, 3D NOESY-HSQC
simulations have not been introduced into the struc-
ture refinement of proteins, RNA, or DNA, all of
which can be uniformly13C and/or15N-labeled (Clore
and Gronenborn, 1989; Nikonowicz et al., 1992;
Zimmer and Crothers, 1995). As discussed in detail
below, simulation of NOESY-HSQC experiments is
even more important than for homonuclear NOESY
spectra because, in addition to the spin diffusion ef-
fect, the intensity of a cross peak is further affected by
one-bond coherence transfer efficiencies (editing effi-
ciencies), which can differ significantly for different
spins, especially in sensitivity-enhanced experiments.

We describe a 3D NOESY-HSQC simulation
program, SPIRIT (Simulation P rogram considering
IncompleteRecovery ofz magnetization andINEPT
T ransfer efficiency). The major factors affecting the
cross-peak intensities are discussed and are incorpo-
rated into the simulation program. The simulation pro-
gram is demonstrated by application to the oxidized
E. coli thioredoxin system, for which a complete set
of resonance assignments (Dyson et al., 1989; Chan-
drasekhar et al., 1991, 1994) and a high-resolution
solution structure (Jeng et al., 1994) have been pub-
lished, and which can in addition be compared to
high-resolution X-ray crystal structures (Katti et al.,
1990).

General considerations

In the NMR-based structure determination, the rela-
tionship between a NOESY cross-peak intensity and
the estimated distance of the corresponding proton
pair is assumed to be

Iij ∝ r−6
ij (1)

The major factor causing deviation from the above
equation is the spin diffusion effect (Noggle and
Schirmer, 1971). To alleviate this effect, spectra are
either recorded using very short mixing times, or a
full Solomon relaxation matrix simulation is employed
to account for spin diffusion (Boelens et al., 1989;
Nerdal et al., 1989; Borgias and James, 1990; Post
et al., 1990; Zhu and Reid, 1995; Görler and Kalbitzer,

1997). When the relaxation delay is not long enough
compared to the protonT1, the NOE intensity is also
affected by the extent ofMz recovery between scans
(Köck and Griesinger, 1994; Zhu and Reid, 1995; Liu
et al., 1996). A 2D NOESY cross-peak intensity can
be calculated as (Macura and Ernst, 1980)

Iij = Mj
z (0)[exp(−Rtm)]ij , (2)

whereIij is the cross-peak intensity atωi in D1 andωj
in D2, representing thez-magnetization transfer from
I
j
z to I iz ; R is the Solomon relaxation matrix;tm is the

mixing time;Mj
z (0) is the longitudinal magnetization

immediately before the first pulse of the NOESY pulse
sequence,

M
j
z (0) = 1−

n∑
i=1

[exp(−Rtd)]ji, (3)

or, if the longitudinal relaxation rates are available,
M
j
z (0) can be approximated as

M
j
z (0) ≈ 1− exp(−Rj1td ), (4)

where td is the totalMz recovery time, i.e., the
acquisition time plus the relaxation delay.

In a NOESY-HSQC experiment, in addition to
the effects discussed above, the INEPT and reverse
INEPT transfer efficiencies have to be considered.
During the INEPT and reverse INEPT processes, co-
herence transfer (betweenI ix and 2I iyS

i
z) and relaxation

occur simultaneously. If the dipolar interaction is the
dominating relaxation mechanism, and denoting the
relaxation rate forI ix asRIi2 , it can be shown that (Zhu,
1996) the relaxation rate for 2I iyS

i
z is

R(2I iyS
i
z) = R

Ii
2 + RSi1∗ −

3γ2
Iγ

2
Sh̄

2

10
J SiIi (�S)

= R
Ii
2 + RSi1∗∗, (5)

whereRSi1∗ is part of the (selective) longitudinal re-
laxation rate of spinSi , in which the contribution of
the dipolar interaction from spinIi is excluded (for
details, see Table 3 of Zhu (1996) for the three-spin
case, and Chapter 5 of Cavanagh et al. (1996) for
the two-spin case). From Equation (5), it can be seen
thatRSi1∗∗ < R

Si
1∗ < R

Si
1 (whereRSi1 is the (selective)

longitudinal relaxation rate for spinSi ); the value of
R
Si
1∗∗ can even be negative, such as in the case of a
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nearly isolatedI iSi two-spin system.�S is the Lar-
mor frequency for spinSi andJ SiIi (�S) is the spectral
density for the dipolar interaction between spinsIi and
Si and will be described in more detail later (Equa-
tions (14), (16) or (17)). Using the average relaxation
rate forI ix and 2I iyS

i
z, R

Ii
2 + 1

2R
Si
1∗∗, as an approximate

relaxation rate during the INEPT and reverse INEPT
processes, and lettingF 1

i andF 2
i represent the trans-

fer efficiency for the INEPT process of durationτ1
and that for the reverse INEPT process of durationτ2,
respectively, one obtains

F 1
i = sin(πJiτ1) exp[−(RIi2 + 1

2R
Si
1∗∗)τ1] (6)

F 2
i = sin(πJiτ2) exp[−(RIi2 + 1

2R
Si
1∗∗)τ2], (7)

whereJi is the one-bondJ -coupling constant between
Si and Ii . Since, in biomolecular spin systems, the
value of |RSi1∗∗| is usually much smaller than that of

R
Ii
2 , the approximation made in Equations (6) and (7)

does not introduce significant errors. Theoretically, the
Hamiltonian superoperator and relaxation superopera-
tor do not commute and a rigorous treatment is rather
complicated.

In a sensitivity-enhanced experiment, an additional
refocusing period (τ3) is introduced to recover mul-
tiple quantum (MQ) coherences, resulting in phase-
modulated signals and a

√
2 fold increase in sensitivity

(Cavanagh et al., 1991; Palmer et al., 1991). However,
the two perpendicular pathways do not have the same
amplitude due to different relaxation rates between the
two pathways, which is further worsened in the case
of InS (n > 1) moieties, since the extended reverse
INEPT transfer efficiencies for thez-magnetization
pathway and MQ coherence pathway,F 2

i (ZM) and
F 2
i (MQ), are

F 2
i (ZM) = sin(πJiτ2) exp[−(RIi2 + 1

2R
Si
1∗∗)τ2]

×exp(−RIi1 τ3) (8)

F 2
i (MQ) = sin(πJiτ3) exp[−(RIi2 + 1

2R
Si
1∗∗)τ3]

× exp(−RIiSiMQτ2) cosn−1(πJiτ2), (9)

where RIiSiMQ represents the relaxation rate for the

double/zero quantum coherence 2I iyS
i
x . Using further

phase cycling (Akke et al., 1994) or pulse gradi-
ent pathway selection (Muhandiram and Kay, 1993)

to balance the two pathways and therefore cancel
the mirror-image peaks, the extended reverse INEPT
transfer amplitude for both echo and anti-echo signal
is

F 2
i = F 2

i (ZM)+ F 2
i (MQ) (10)

From Equations (8)–(10), it can be seen that, in
a sensitivity-enhanced experiment, the 3D NOE cross
peak intensity is further modulated by, in addition
to relaxation effects, passiveJ -coupling modulation
for CH2 and CH3 moieties for the MQ coherence
pathway. To avoid these complications, the sensitivity-
enhancement scheme is usually not employed in struc-
ture refinement, despite the fact that it can increase
the overall sensitivity up to 20–70% (Schleucher et al.,
1994). However, if these effects are properly taken into
account in back-calculation, the sensitivity-enhanced
NOESY-HSQC experiment could then be used in
direct structure refinement.

Combining the effects discussed above, the final
NOESY-HSQC cross-peak intensity for the transfer
pathwayI jz −→ I iz −→ 2I izS

i
x,y −→ I ix,y can be

obtained as

Iij = Mj
z (0)[exp(−Rtm)]ijFi , (11)

whereMj
z (0) can be calculated by Equation (3) or (4).

Fi = F 1
i F 2

i , the overall editing efficiency through
spinSi . F 2

i can be calculated using Equation (7) for
a conventional NOESY-HSQC experiment, or using
Equation (10) for a sensitivity-enhanced experiment,
as discussed above. Equation (11) shows thatIij 6=
Iji , becauseFi 6= Fj andMj

z (0) 6= Mi
z(0). As de-

scribed above, in a sensitivity-enhanced experiment,
the difference betweenFi andFj can be large sim-
ply because spini and spinj belong to different CHn
groups. From Equation (10), neglecting relaxation, it
can be calculated that the intensity ratio of the CiHi -
CjHj3 cross peak in the Ci plane to the CjHj3-CiHi

cross peak in the Cj plane is∼ 1.7 : 1.2, provided
that τ1 = τ3 = 1/2JCH , τ2 = 1/4JCH , and that
M
j
z (0) = Mi

z(0). The values ofMj
z (0) andMi

z(0)
differ significantly when the relaxation delay is not
long enough and spini and spinj have different
longitudinal relaxation rates, for example, when pro-
tons in labeled residues and in unlabeled residues are
involved.
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Calculation of the relaxation matrix

The relaxation matrix for the Solomon equation can be
calculated as

(R)ij = γ4
H h̄

2

10
[6J ij (2�H)− J ij (0)] (12)

(R)ii = γ4
H h̄

2

10

n∑
j 6=i
[J ij (0)+ 3J ij (�H)

+ 6J ij (2�H)]

+
∑
S

γ2
Hγ2

Sh̄
2

10

∑
kS

[J ikS (�H −�S)

+ 3J ikS (�H)+ 6J ikS (�H +�S)]
+ Rexti , (13)

wherei andj represent two protons, andkS is a het-
eronuclear spin of typeS in the labeled sample.Rext

i

is the external relaxation rate for spini, representing
the interactions with further spins not included in the
calculation, or errors due to the imperfection of the
theoretical treatment.J ij (�) is the spectral density for
the vector connecting spini and spinj . For a rigidij
vector in a molecule tumbling as a symmetric top,

J ij (�) = 4π

5

2∑
n=−2

τn

1+�2τ2
n

|Y2n(8ij )|2
r6
ij

(14)

τ−1
n = 6D⊥ + n2(D‖ −D⊥), (15)

where8ij = (θij ,φij ) are the polar angles made byij
in a principal axis system of the symmetric top;Y2n is
the spherical harmonics;D‖ andD⊥ are the rotational
diffusion constants parallel and perpendicular to the
symmetry axis.

When internal motions are involved, the above
equation needs to be modified. A general approach has
been described by Tropp (1980), in which the internal
motion was treated as anN-site jump. Below, two
special cases, where the internal motional correlation
time is much faster or slower than the overall tumbling
correlation time, are described. These results can be
easily deduced from the general equation of Tropp’s
original paper (Equation (14.2), Tropp, 1980). For the
isotropic case, the results have been described by Yip

and Case (1991), and the effect of the slow flip of an
aromatic ring and that of the fast rotation of a methyl
group on the NOE intensity have been demonstrated
by Liu et al. (1992) and Olejniczak and Weiss (1990).

Slow internal motion

When internal motion is much slower than the overall
molecular tumbling, it can be shown that the spectral
density is independent of the internal motional rates,

J ij (�) = 4π

5

2∑
n=−2

τn

1+�2τ2
n

〈∣∣Y2n(8ij )
∣∣2

r6
ij

〉
, (16)

where 〈· · ·〉 represents a conformational average.
Equation (16) indicates that the relaxation matrix
elements (Equations (12) and (13)) for a molecule
undergoing slow internal motions between multiple
conformations can be simply obtained by averaging
the relaxation matrix elements calculated from these
conformers as rigid molecules.

Fast internal motion

When internal motion is much faster than the overall
tumbling, within the strong narrowing limit (Hoffman,
1970; Zhu, 1996), thehomonuclearzero-quantum
spectral densityJ ij (�iH −�jH) ≈ J ij (0) can also be
shown to be independent of the internal jumping rates,

J ij (�) = 4π

5

2∑
n=−2

τn

1+�2τ2
n

∣∣∣∣∣
〈
Y2n(8ij )

r3
ij

〉∣∣∣∣∣
2

, (17)

where� = �iH − �
j
H , and (�iH − �

j
H)τn �

1.0. However, it must be pointed out that, in bio-
molecular systems with long correlation times, for
all the other spectral densities,J (�H), J (2�H), and
J (�H−�S), etc., Equation (17) is generally incorrect
and these spectral densities are explicitly dependent on
the internal motional rates (Tropp, 1980). As long as
J ij (0) � J ij (2�H), or (R)ij ≈ −(γ4

H h̄
2/10)J ij (0),

the cross-relaxation rate can be calculated with rea-
sonable accuracy by using Equation (17) to account
for the fast internal motions. On the other hand, errors
are introduced in calculating the longitudinal relax-
ation rates,T −1

1i = (R)ii +
∑n
j 6=i(R)ij . If the internal

motional correlation times are not available, the er-
ror introduced can only be corrected by incorporating
it into the empirical external relaxation rate,Rexti .
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From Equation (17), it can be seen that, for fast inter-
nal motion, in contrast to the situation where internal
motion is slow, the distance dependence of the NOE
intensity is averaged overr−3 instead ofr−6. The
conformational average overY2n(8ij ), instead of over∣∣Y2n(8ij )

∣∣2 as in the slow internal motion case (Equa-
tion (16)), also has a significant effect by scaling down
the spectral density. Generally, a reliable dynamic tra-
jectory is required (to obtain the relative populations
along the trajectory) to calculateJ ij (0) and (R)ij .
However, if the fast internal motion can be considered
as jumping among equivalent sites (such as the three-
site jump of a methyl group), and if the conformation
of the obtained structure represents one of these sites,
the calculation is rather simple.

The NOESY-HSQC simulation program SPIRIT

Calculation method

Equation (11) is the basis for the NOESY-HSQC sim-
ulation program SPIRIT.Mj

z (0) is calculated using
Equation (3). For the calculation of spectral densities
and the relaxation matrix, the molecule is generally
treated as rigid. However, the fast rotation of methyl
groups are explicitly taken into account by using
Equation (17), assuming the three-site jump motional
model (or nine-site jump model for methyl–methyl in-
teractions) and that the input conformation represents
one of the equivalent sites. To consider slow internal
motions, the program allows input of multiple con-
formations (as PDB files) together with information
on their relative populations; average values of the
spectral densities and the relaxation matrix are calcu-
lated using Equation (16). To calculate the exponent
exp(−Rtm), the relaxation matrixR was diagonalized
by consecutive use of Householder reduction and QL
algorithms (Press et al., 1989).

Theoretically,Fi = F 1
i F 2

i can be calculated us-
ing Equations (6) and (7) or (10), provided that all
of the relevant relaxation rates can be experimentally
determined or theoretically calculated, which is not
always an easy task. Practically, since the relative
magnitude ofFi is proportional to the corresponding
cross-peak intensity of the 2D HSQC experiment,Fi
can be obtained by measuring the cross-peak inten-
sity in an HSQC experiment which employs the same
experimental parameters as in the NOESY-HSQC ex-
periment, except that the relaxation delay in the HSQC
experiment should be long enough to ensure equalz

magnetization recoveries. This approach can be used
if the HSQC spectrum is well resolved. However, if
the corresponding 2D HSQC spectrum is not well re-
solved, as for most13C HSQC spectra of medium size
proteins, the above method appears impractical. In
such a case, the editing efficiencies are calculated by
neglecting relaxation in Equations (6) and (7) or (10),
i.e.,

Fi = sin(πJiτ1) sin(πJiτ2), (18)

or, if the sensitivity enhancement scheme is used,

Fi = sin(πJiτ1)[sin(πJiτ2)+
+ sin(πJiτ3) cosn−1(πJiτ2)]. (19)

Equations (18) and (19) are valid if the proton
T2 is longer than 5τ1 (∼18.5 ms forτ1 = 3.7 ms).
For proteins or protein complexes of size< 30 kDa,
the proton T2 is in general longer than 5τ1 except
when slow internal motions are involved or when
aggregation is significant.

Therefore, to meet different needs in differing sit-
uations, two versions of SPIRIT have been written.
Version 1 (SPIRIT1) uses the relative intensity of the
corresponding HSQC cross peaks as the editing ef-
ficiencies, which can be applied where the HSQC
spectrum is reasonably resolved. Version 2 (SPIRIT2)
calculates the editing efficiencies using Equations (18)
or (19). Generally, SPIRIT1 is more suitable for15N
NOESY-HSQC spectral simulations, while SPIRIT2
is more suitable for13C NOESY-HSQC spectral sim-
ulations.

Input files

PDB files. The programs need one or more PDB
files for coordinate information. Currently, the stan-
dard Brookhaven PDB files and PDB files produced
by DISCOVER and by AMBER are acceptable.

PPM file. The information on chemical shifts,
linewidths, external relaxation rates, and one-bond
connectivity, among others, is included in the PPM
file. A representative example of a PPM file extract
is shown in Figure 1.

In Figure 1, parts①-③ constitute the header part
of a PPM file. Part① gives basic experimental and
processing parameters in each dimension, such as
spectral frequencies (#freq, in MHz), spectral widths
(#spwd, in Hz), spectral size (#size, in points), ref-
erence points and their corresponding chemical shift
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Figure 1. An example PPM file extract for the 3D NOESY-HSQC
program SPIRIT on a protein–DNA complex.

values (#rfpt in point and #rfpm in ppm, respectively),
and a multiplying factor for linewidth in each di-
mension (#lwfc), which is necessary since the proton
resonance linewidths are generally different in the D1
(t3) and D2 (t1) dimensions. Part② indicates the unla-
beled residues, which, in the example given, are the
DNA residues in a protein–DNA complex. Part③
identifies the fast-rotating methyl groups in unlabeled
residues. Methyl groups in labeled residues can be
distinguished by SPIRIT1 and SPIRIT2. Parts② and

③ can be skipped if the sample contains no unlabeled
residues.

Parts④–⑥ represent the main body of a PPM
file. In the present example, parts④ and⑤ give the
information on residue 15, which is a13C, 15N double-
labeled lysine. Part⑥ gives the information on residue
92, which is an unlabeled deoxythymine.

Part ④ provides chemical shifts (in ppm),
linewidths (in Hz) of heteronuclei, one-bondJ -
coupling constants, and the directly bonded protons.
If several protons are attached to the heteronucleus,
these are represented by their common name followed
by their indices within a bracket. For example, HB2
and HB3 are represented by HB[23]. Part⑤ provides
chemical shifts, linewidths, external relaxation rates
(in s−1), and heteronuclear editing efficiencies with
respect to these protons, which are the relative inten-
sities of the corresponding HSQC spectrum. For the
program SPIRIT1, the information inside the shaded
boxes is not necessary, and can be left blank. For the
program SPIRIT2, on the other hand, the information
inside the unshaded boxes is extraneous, and can be
left blank; the editing efficiencies are calculated us-
ing Equations (18) or (19). Part⑥ gives chemical
shifts, linewidths and external relaxation rates of the
unlabeled residues.

An auxiliary program, MAKEPPM, has been writ-
ten to prepare the PPM file from a protein or nucleic
acid sequence. The actual chemical shifts, linewidths,
etc., are to be provided by the user.

Interactive input. Options to treat the molecular tum-
bling mode as isotropic or as anisotropic, correlation
time(s), mixing time(s), the duty cycle, information as
to whether the sample is double-labeled or just13C-
or 15N-labeled, and for SPIRIT2, whether the experi-
ment is a conventional NOESY-HSQC or a sensitivity-
enhanced one, and corresponding coherence transfer
delays, are input interactively.

Viewing the simulated spectra

It is useful to view the simulated spectra to compare
them with the experimental data, especially in regions
where peaks are overlapped; some obvious errors in
the interim structures can then be identified. For ex-
ample, if a rather strong NOE peak occurs in the
simulated spectrum which is absent from the experi-
mental spectrum, a lower bound for the two protons
giving rise to the NOE peak can be justified.
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Figure 2. D1-D2 planes at13C chemical shifts of 56.61 ppm and 19.79 ppm (folded) of the NOESY-HSQC spectrum at 160 ms mixing time.
(A) Experimental spectrum; (B) simulated spectrum from NMR structures; (C) simulated spectrum from molecule A of the two X-ray crystal
structures; and (D) simulated spectrum from molecule B of the two X-ray crystal structures. Peak ‘a’ represents the NOE between Thr8 MG2
and His6 HD2; peak ‘b’ represents the NOE between Thr14 MG2 and Thr14 HN; peak ‘c’ represents the NOE between Val16 MG2 and Ser11
HB1. When a peak is missing, it is represented by an ‘x’.

After obtaining an NOE intensity file from
SPIRIT1 or SPIRIT2, the program MAKE3D can
be used to calculate the 3D matrix, which can be
loaded into a FELIX (Molecular Simulation, Inc.) ma-
trix file and viewed in FELIX. The chemical shift
and linewidth information in the PPM file is not nec-
essary for calculating cross-peak intensities, but is
only relayed to the NOE intensity file and is used by
MAKE3D.

Application of SPIRIT

The SPIRIT program has been tested on the oxidized
E. coli thioredoxin, which contains 108 amino acid
residues. Both the X-ray crystal structure (Katti et al.,
1990) and high-resolution NMR structures (Jeng et al.,
1994) of the protein have been reported.
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Figure 3. (A) The conformation of the segment Ile5-His6-Leu7-Thr8-Asp9 of the oxidizedE. coli thioredoxin for the superimposed 20 NMR
structures (upper), for molecule A of the two X-ray crystal structures (middle), and for molecule B of the two X-ray crystal structures (bottom).
The distance between Thr8 CG2 and His6 HD2 is shown in molecule A and molecule B; this distance is 8.5± 0.1 Å in the 20 NMR structures.
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Figure 3. (B) The conformation of the segment Asp13-Thr14-Asp15 of the oxidizedE. coli thioredoxin for the superimposed 20 NMR
structures (upper), for molecule A of the two X-ray crystal structures (middle), and for molecule B of the two X-ray crystal structures (bottom).
The distance between Thr14 CG2 and Thr14 HN is shown in molecule A and molecule B; this distance is 3.6±0.4 Å in the 20 NMR structures.
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Acquisition of NOESY-HSQC spectra

Two 13C NOESY-HSQC spectra (mixing times: 80 ms
and 160 ms) of the oxidizedE. coli thioredoxin
in 10%D2O:90%H2O were acquired on a Bruker
DRX600 spectrometer at 308 K. The spectral widths
were 11.97 ppm, 11.97 ppm and 36.53 ppm in the
D1 (t3), D2 (t1) and D3 (t2) dimensions, with the
carrier at 2.61 ppm, 5.05 ppm and 38.5 ppm, re-
spectively. Sensitivity-enhancement (Cavanagh et al.,
1991; Palmer et al., 1991) was used. The INEPT
delay (τ1), reverse INEPT delay (τ2), and multiple
quantum coherence recovery delay (τ3) were 3.66,
1.83 and 3.66 ms, respectively. The duty cycle (i.e.,
relaxation delay+ acquisition time) was 1.25 s. A
data set containing 512, 128 and 46 complex points
in the D1(t3), D2(t1) and D3(t2) dimensions, respec-
tively, was acquired. Further zero-filling during data
processing resulted in a final matrix of dimensions
512×256×128. A D1-D2 plane at13C chemical shifts
of 56.61 ppm and 19.79 ppm (folded) of the NOESY-
HSQC spectrum at 160 ms mixing time is shown in
Figure 2A.

Spectral simulation using SPIRIT

Because the13C HSQC spectrum of the protein is
rather crowded, it would be difficult to measure the
intensities of the HSQC spectrum for many protons to
estimate their13C-editing efficiencies. Therefore, we
decided to use SPIRIT2 to simulate these13C NOESY-
HSQC spectra, in which the13C-editing efficiencies
are calculated using Equation (19). The CPU time
for the simulation (from a single structure, consist-
ing of 769 protons, 528 carbons and 132 nitrogens)
is ∼13 min on an SGI O2 (MIPS R5000, 180 MHz
IP32 processor, 128 Mb RAM), or∼29 min on an SGI
Indy (MIPS R4600, 133 MHz IP22 processor, 96 Mb
RAM).

The correlation time used in the simulation is
6.41 ns, which has been determined previously from
15N relaxation measurements for the oxidizedE. coli
thioredoxin in a similar buffer and at the same tem-
perature (Stone et al., 1993). All other parameters
used in the simulation are the same as those used in
the experiment, i.e.,τ1 = τ3 = 3.66 ms, τ2 =
1.83 ms, RD+ AQ = 1.25 s. Rigorously, the external
relaxation rates,Rext

i , should be determined individu-
ally, which can be accomplished by fitting the proton
longitudinal magnetization recovery curves (Zhu and
Reid, 1995). However, this approach is only practi-
cal for those protons which are resolved in the HSQC

spectrum such that theirMz recovery curves can be
experimentally determined. It was found that theRexti

values of∼0.6 s−1 (∼0.75 s−1 for methyl groups)
fit the Mz recovery curves reasonably well for pro-
tons whose HSQC peaks are resolved. (ProtonMz

recovery curves were measured by a series of HSQC
experiments which were preceded by a variable delay
(Mz recovery time) after proton presaturation – data
not shown.) Under these simulation conditions, the
range of editing efficiencies is 1.21–1.73. The varia-
tion is mainly due to the passive coupling modulation
on CHn, as well as variations in one-bondJ -coupling
constants. The range of protonMz recoveries is rela-
tively uniform for the present case,∼0.67–0.75. How-
ever,Mz recoveries can differ significantly in cases
where some protons are rather isolated, such as the
H2 protons in DNA (Zhu and Reid, 1995), or when
the sample is partially labeled; in such a case, protons
of the labeled residues would relax significantly faster
than those of the unlabeled residues due to the strong
one-bond dipolar interaction.

For the spectral simulation using the NMR coor-
dinates (Jeng et al., 1994), the relaxation matrix was
averaged over 20 structures, with a relative popula-
tion of 1.0 for all the structures. Figure 2B shows a
D1–D2 plane of the simulated spectrum with mixing
time tm = 160 ms at the same13C chemical shift
as shown in Figure 2A. The agreement between the
simulated spectra and experimental ones is striking, an
indication that the family of NMR structures is well
fitted to the NMR data. For comparison, a simulation
was also performed using the X-ray crystal structure
of the oxidized thioredoxin. There are two molecules,
which will be referred to as molecule A and molecule
B in the following discussion, in the asymmetric unit
(Katti et al., 1990); while the structures of the two
molecules are very similar overall, some differences
in local conformation are observed due to differences
in crystal packing. The D1–D2 planes at the same13C
chemical shift as in Figures 2A and 2B are shown in
Figure 2C for molecule A and in Figure 2D for mole-
cule B; the spectra for each of the X-ray conformers
were simulated with mixing timetm = 160 ms.

Comparing Figures 2B, 2C and 2D with Figure 2A,
it can be seen that the spectra simulated from the set
of NMR structures and the two X-ray crystal structures
agree quite well with each other and with the experi-
mental spectrum. However, some deviations can also
be found and some interesting differences between the
three simulated spectra are observed. Following are
some examples. A medium size cross peak (indicated
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by an ‘a’) in the experimental NOESY spectrum is
totally absent from the simulated spectrum for mole-
cule B as shown in Figure 2D. Peak ‘a’ represents the
NOE between Thr8 MG2 and His6 HD2. This peak
is also absent from the spectrum simulated from the
NMR structures (Figure 1B), but is present in the sim-
ulated spectrum for X-ray molecule A (Figure 2C).
The above observations can be correlated with local
structural features (Figure 3A). From Figure 3A, it can
be seen that, in terms of His6 side-chain configura-
tion, the NMR structures are similar to molecule B,
but different from molecule A. The distance between
Thr8 CG2 and His6 HD2 is 3.9 Å in molecule A, close
enough to give an NOE peak between Thr8 MG2 and
His6 HD2 in the simulated spectrum (Figure 2C). This
distance is 7.8 Å in molecule B and 8.5 ± 0.1 Å in
the NMR structures, and therefore the NOE between
Thr8 MG2 and His6 HD2 is absent from the simulated
spectra (Figures 2D and 2B). Since this cross peak is
present in the experimental spectrum (Figure 2A), the
structure of molecule A is more consistent with the
NMR data if a rigid model is assumed. However, since
the His6 side chain is on the surface of the protein, it is
very likely that the imidazolyl ring is actually confor-
mationally averaged through rotation about theχ1 and
χ2 dihedral angles. Evidence for such conformational
averaging in His6 side chain conformation was pre-
viously observed at higher temperatures (Jeng et al.,
1994).

Peak ‘b’, which represents the intra-residue MG2-
HN NOE in Thr14, is also absent from the simulated
spectrum for X-ray molecule B (Figure 2D). How-
ever, this peak is observed in the spectra simulated
for the NMR structures (Figure 2B) and for molecule
A (Figure 2C), and is also present in the experimen-
tal NOESY spectrum (Figure 2A). This observation is
consistent with the fact that the family of the 20 NMR
structures is locally similar to the structure of mole-
cule A at the segment Asp13-Thr14-Asp15, as shown
in Figure 3B. The distance between Thr14 CG2 and
Thr14 HN is 4.1 Å in molecule A and 3.6 ± 0.4 Å
in the NMR structures; in molecule B, this distance is
4.6 Å, which means that the methyl protons are more
than 5 Å from the amide proton and consequently do
not give rise to an NOE. Therefore, it seems that the
NMR structures and molecule A are more consistent
with the NMR data than molecule B.

If the simulated spectra are analyzed and com-
pared to the experimental ones in a quantitative way,
detailed information about the consistency of the in-
terim structures with the experimental NOE data can

be obtained. For example, the furthest upfield reso-
nance in Figures 2A–2D comes from the MG2 methyl
group of Val16. To compare more quantitatively the
simulated spectra for the NMR solution structures and
for the X-ray crystal structures with the experimental
spectrum, the D2 slices corresponding to the Val16
MG2 resonance in Figures 2A–2D are aligned, as
shown in Figure 4. It can be seen from Figure 4 that,
for most peaks, the intensity of the simulated spectra
agrees quite well with that of the experimental spec-
trum. However, intensity deviations can be observed
for some peaks. For example, peak ‘c’ in Figure 2
and Figure 4 represents the NOE between Val16 MG2
and Ser11 HB1, which is very weak in the experi-
mental spectrum. However, this peak is quite strong
in the simulated spectrum for molecule B (which has a
Val16 CG2–Ser11 HB1 distance of 3.4 Å), but is com-
pletely absent from the simulated spectra for molecule
A (which has a Val16 CG2–Ser11 HB1 distance of
8.6 Å) and for the NMR structures (which have a
Val16 CG2–Ser11 HB1 distance of 7.0 ± 0.3 Å). It
has yet to be determined whether the low intensity of
peak ‘c’ in the experimental NOESY-HSQC spectrum
reflects the presence of a rigid structure that is differ-
ent from either X-ray molecule A or molecule B (or
the NMR structures), or whether it reflects conforma-
tional averaging in solution that includes both X-ray
conformations.

The sensitivity of the simulated spectra to local dif-
ferences in conformation, as demonstrated by the ex-
amples given above, holds promise that differences in
cross-peak intensity between experimental and simu-
lated spectra could be used to check the consistency of
NMR-derived structures with the experimental NOE
data, as well as to refine NMR structures.

Discussion and Conclusions

The NOESY-HSQC simulation program SPIRIT de-
scribed in this paper has the following features: (a) it
takes into account differences in transfer efficiency
during the INEPT and reverse INEPT processes due to
differential relaxation rates and1J coupling constants;
(b) it considers differing effects of the sensitivity-
enhancement scheme on CH, CH2 and CH3 moieties,
so that sensitivity-enhanced experiments can be used
in structure refinement; (c) it accounts for incom-
plete and differential recovery of longitudinal mag-
netization between scans when an insufficiently long
relaxation delay is used, a particular problem in 3D



28

Figure 4. D2 slices from Figure 2A–2D at−0.12 ppm (correspond-
ing to the resonance of Val16 MG2), illustrating the magnitude of
the intensity differences for certain cross peaks between experimen-
tal and simulated spectra. (A) Experimental spectrum; (B) simulated
spectrum from NMR structures; (C) simulated spectrum from mole-
cule A of the two X-ray crystal structures; and (D) simulated
spectrum from molecule B of the two X-ray crystal structures. As in
Figure 2, peak ‘c’ is the NOE interaction between Val16 MG2 and
Ser11 HB1.

experiments. This feature is very useful if the sample
is partially labeled, such as in a protein–DNA complex
where the protein is labeled with13C and15N while
the DNA is unlabeled; in such a system, the proton
longitudinal relaxation times of the labeled residues
are significantly shorter than those of the unlabeled
residues due to the strong one-bond dipolar interac-
tion; (d) some well-defined internal motions, such as
the fast rotation of methyl groups, are explicitly taken
into account; methyl groups usually occur in large
number in proteins and constraints to methyl groups
play important roles in structure determination; and
(e) the program allows for input of multiple confor-
mations together with information on their relative
populations to make it possible to consider slow mo-
tions among multiple conformations; the relaxation
matrix is then averaged over these conformations.
However, it must be pointed out that it is often dif-
ficult to distinguish whether the multiple conformers
observed in NMR structures truly reflect real internal
motion, or simply result from insufficient restraints.
For the structural divergence simply due to insuffi-
cient restraints, such an averaging scheme, although
not physically meaningful, provides a method to show
how the ensemble of these structures agrees with the
available NOE data.

Our ultimate goal is to use the simulation pro-
gram to automatically refine NMR-based biomolec-
ular structures, which can be accomplished by two
methods. One is the (NOE) gradient-based direct
structure refinement, which can be incorporated into
molecular dynamics routines (Yip and Case, 1989;
Yip, 1993). The other is the distance restraint-based
indirect method (Boelens et al., 1989; Borgias and
James, 1990; Post et al., 1990; Kim and Reid, 1992).
In this method, after obtaining interim structures,
the simulated NOE intensities can be calculated. By
comparing the simulated NOE intensities with the
experimental ones, a current NMR R-factor can be
calculated, and a new restraints file can be produced;
improved structures can then be obtained using the
improved restraints. This process should be repeated
iteratively until a satisfactory agreement between sim-
ulated and experimental spectra is obtained. The first
method is mathematically more elegant and develop-
ment of the methodology is still in progress. However,
the second method is intuitively simpler. Furthermore,
distance restraints are necessary for distance geome-
try calculation; more accurate and narrower restraints
greatly facilitate the conformation search, especially
at the beginning stage of structure determination when
the number of unambiguous restraints is limited.

The occurrence of internal motion always presents
a challenge in NMR-based structure determination.
The effect of internal motion on the spectral density
and NOE intensity depends on the time scale, as de-
scribed above. Heteronuclear relaxation studies may
provide important information on this matter. For in-
ternal motion much faster than overall tumbling, the
model-free approach (Lipari and Szabo, 1982a, b) can
be used to determine the generalized order parame-
ter S and effective correlation timeτe by fitting the
T1, T2 and15N{ 1H} or 13C{1H} NOE data. If inter-
nal motions with correlation times comparable to the
overall tumbling correlation time are involved, more
parameters describing these slower internal motions
need to be included in the fitting (Clore et al., 1990).
Internal motions much slower than the overall tum-
bling result in shorterT2 and line broadening, since
the chemical exchange contribution toT2 becomes sig-
nificant in such a case. Measurement ofT1ρ can be
useful for estimating the exchange rate (Jones, 1966;
Wang, 1992). Information on internal motions must
be carefully considered in structural refinement using
NOESY-HSQC simulation. Since, except for methyl
groups, the SPIRIT programs treat the molecules as
rigid, deviations of simulated NOE intensities from
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the experimental data should be tolerated to some ex-
tent when relaxation data indicate fast internal motions
involving protons participating in the NOE transfer.
Development of methods to quantitatively utilize the
simulated NOESY-HSQC data in structure refinement
is in progress.

The programs SPIRIT1, SPIRIT2, MAKEPPM
and MAKE3D are available from the authors upon
request. These programs are coded in standard FOR-
TRAN77, and are quite portable on different plat-
forms.
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